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ABSTRACT

A study was conducted to evaluate the effects of tiinevest on summer stream temperatures
in the temperate rain forests of the Olympic PerandMashington. Temperatures of 11 streams
in unmanaged (unlogged) sub-basins and 15 streamsamaged (logged) sub-basins were
monitored continuously from July 9 through August 16,2198hirteen variables describing either
the sub-basin, or the reach of stream where monitogogrred, were measured at each study
site. Independent variables measured includeebasih size, proportion of sub-basin classified as
late seral stage forest, stream elevation, streadiegtaamount of shade in the temperature
reach, and summer discharge. Five water temperadmiables and four air temperature variables
were used to characterize the temperatures at éachThese dependent variables included:
mean hourly water and air temperature, mean dgilywiater and air temperature, and mean daily
low water and air temperature.

No significant differences in mean air temperatwrese found between the monitoring sites in
unmanaged and managed sub-basins. Significagtetitfes were found, however, between group
means of all five variables used to characterizeviter temperatures of the study sites. For all
water temperature variables, the managed groupidrafitantly warmer mean temperatures than
the unmanaged group. These significant differebeeseen group means persisted even when
the effects of environmental variables that may emitte water temperatures, such as stream
elevation and amount of shade in the temperature, r@ach removed. Only after controlling for
the differences between the unmanaged and managgolsgn the proportion of each sub-basin
classified as late seral stage forest did the diffszs in mean stream temperatures become non-
significant. The proportion of sub-basin classifiedhses seral stage forest was also the best single
variable for predicting mean average hourly and ndegyn maximum water temperatures at both
unmanaged and managed sites.

We feel that the proportion of sub-basin classifiethi@sseral stage forest is an indicator of the
cumulative effects of logging activities within a sodsin. A cumulative effect could explain the
linear relationship between this variable and tresash temperature variables. Managed sites with
high values (65-90%) of stream shade generally hadner mean water temperatures than
unmanaged sites with similar stream shade vali&miilarly, managed sites at low elevations
(<100 m) had higher mean water temperatures timamanaged sites at similar or greater
elevations. We feel this demonstrates that manégirgiream temperature at the reach level will
not be successful unless logging activity throughautiabasin is considered.

Maximum temperatures in the streams draining mahagb-basins exceeded the Washington
State water temperature criterion of 28Dten times more often, on average, than the stieams
unmanaged sub-basins during the monitoring periodceShe managed sites of this study are
representative of low-elevation (less than 260 m akesdevel), managed sites in the area, it is
reasonable to assume the majority of the low-elevatianaged stream channels on the Western
Olympic Peninsula are not in compliance with the mioms of the Clean Water Act or
Washington State Administrative Code.
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INTRODUCTION

Laboratory experiments have demonstrated that jueaddic salmon@ncorhynchus spp.) have

a preferred temperature range of-12° C regardless of their acclimation temperature (Brett
1952). Field observations have shown that water teype is one of the most important
environmental factors affecting micro-habitat choiceséynonids in lakes and streams (Ferguson
1958; Baltz et al. 1987). Stream temperaturedsar0 C to 25 C range can cause severe stress
and possible death in salmonids depending on thenatioih regime and duration of exposure
(MacDonald et al. 1991).

The U. S. Environmental Protection Agency (EPA) haseldped national standards for
managing cold-water fish (EPA 1986) in order to profatesuccessful spawning, egg incubation,
fry rearing, and normal species diversity. Theardsrds include criteria that specify a maximum
temperature for short-term exposures that is timerdigpe and species specific and an upper
limit on the average weekly temperature which showitd exceed more than one-third of the
difference between the optimum and the lethal teatpes for sensitive species. Each state is
allowed to set its own water quality standards as &nthey meet the criteria outlined by the
EPA. Currently, Washington State has establishedrvegmality standards for surface waters of
the state (WAC 1992) in order to protect “beneficgdsi, which include fish. All of the streams
that were monitored in this study are classified lassCAA (extraordinary) under standards of the
State of Washington and have a maximum allowable tetype of 16.0 C. Washington State
currently does not have a standard for the averagdyweater temperature.

This is the first study in Washington State to eualihe effects of timber harvest on stream
temperatures within the temperate rain forests of @henpic Peninsula. The Hoh Tribe
monitored stream temperaturesnanaged(logged) andinmanaged(unlogged) sub-basins for
two consecutive months during the summer of 1992. ri@Bpy interest was the frequency that
water temperatures of managed and unmanaged sereeesied the Class AA standard dfL6

Study Obijectives

The five primary objectives of this study were:

1. Measure the water and air temperature regimgseaims draining unmanaged and managed
sub-basins.

2. Characterize the age and species composition ofeathsite’s riparian vegetation.

3.  Compare the water and air temperature (dependedples for streams in unmanaged and
managed sub-basins. If there is a significarerdifice between the two groups, determine if
it can be related to differences between the groopsné or more of the independent
variables measured.



4. Determine if there are significant relationshyesween the independent variables (basin or
channel morphology, stream hydrology, stream shadé,agit.dependent variables (mean
water and air temperatures).

5. Determine if there is a difference between umgad and managed sub-basins in the
frequency that the Class AA standard is exceedddf amy independent variables explain
the patterns observed.

Study Area

The 28 streams sampled for this study were all ldcatethe western slope of Washington’'s
Olympic Peninsula (Figure 1) where annual rainddten exceeds 3,550 mm. The western
Olympic Peninsula is part of the coastal forest zoger{k 1956) where forests are dominated by
Sitka spruceRicea stchenss), Douglas-fir Pseudotsuga menziesii), Western red-cedaiftiuja
plicata), Western hemlocKTéuga heterophylla), broadleaf mapleAcer macrophyllum) and red
alder @Alnus rubra). The rock formations in the study area are prignanirine sandstones,
shales, siltstones, and conglomerates (Tabor and O#8y. 1

Individual study sites were located on tributariegsh® Hoh, Queets, Bogachiel, and Kalaloch
Rivers (Figure 1). All unmanaged sites were withie boundaries of Olympic National Park.
There are five species of Pacific salmon and threeiespof trout that inhabit waters in the study
area: coho salmor® kisutch), chinook salmon@. tshawytscha), pink salmon ©. gorbuscha),
sockeye salmor(), nerka), chum salmonQ@. keta), steelhead trouty, mykiss), dolly varden trout
(Salvelinusmalma), and cutthroat trouty. clarki).
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Figure 1.

Map of the study area showing the locatioth@f28 sites monitored for stream
temperaturesU indicates an unmanaged site &hdndicates a managed site: an *
indicates a site was not used in the data analyses.



METHODS

Temperature data were collected at 13 streams iranaged sub-basins and 15 streams in
managed sub-basins. Water temperatures were manitte continuously recording digital
thermographs from June 20 through September 15, 19%P.temperatures at six of the
unmanaged sites and 12 of the managed sites wergledc also. Physical measurements were
made at each study site to characterize channel ologyh stream shade, and stream discharge.
Other variables, such as basin size, elevationnehgradient, and channel length, were obtained
from 15° U. S. Geologic Survey (USGS) topographic mafi.physical measurements were
recorded in metric units: water and air temperatweze recorded in degrees centigrads.(

Study Site Definition and Classification

Each study site consisted of a 600-m length of stréznmmed a temperature reach, which was
encompassed by a distinct sub-basin (Figure 2)tudyssite was classified as unmanaged if less
than 15% of the mature forest in the sub-basin hat keyged and no harvest activity had

occurred within the riparian corridor of the tempemttgach. Conversely, a study site was
classified as managed if 15% or more of the maturstfbesl been harvested within the sub-basin
or harvest activity had occurred within the ripagarridor of the temperature reach.

HYDROLOGIC
SUB-BASIN B
BOUNDARY >
600 METER
TEMPERATURE

REACH
THERMOGRAFPH

Figure 2. Example of a study site with the tempeeatieach and sub-basin hydrologic
boundaries illustrated.



Study Site Selection:

Each study site had unique physical features tltatentomparison with other sites difficult.
However, to reduce site variability and improve confparaanalyses, only sites that met the
following criteria were selected for this study: (g elevation at the downstream end of the
study site was less than 300 m; (2) the sub-basionepassing the site was smaller than 33, km
and (3) the study stream was classified as a ABWRYAC 173-201A-130).

Temperature Monitoring Methods

The thermographs used in this study had severatdtiif components; a weather proof box, a
data logger, extension cables, and one or more temgegabes or thermistors (Figure 3).
Two different types of thermographs were used instioidy, Ryan Tempmentdtsand Unidata
data loggers. The Ryan thermographs were equippkone thermistor located at the end of an
8-m extension cable and were programmed to take orex teshperature measurement every
hour. In contrast, the Unidata loggers were equipptitwo thermistors located at the ends of
two 10-m extension cables and were used to measuee avat air temperatures simultaneously.
In addition, the Unidata loggers scanned temperatwueey five seconds and stored the hourly
minimum, maximum, and average readings. All thetiorns were checked for accuracy by
submersion in an ice bath solution with a calibratiserrhometer prior to deployment. Any
thermistor that was not within +0.5C of the true water temperature was discarded.o%-p
season calibration after the field season was condusiegl similar methods.

AIR THERMISTOR

|
T

YWATER THERMISTOR

DATA LOGGER

WEATHER PROOF BOX
EXTENSION CABLES

Figure 3.  Diagram of the various components of a themmpbgwveather-proof box, data
logger, extension cables, and thermistors.



Thermographs were placed outside the ordinary higarimé in weather-proof containers with
only the thermistor in the water (Figure 4). Keeping thermograph’s data logger outside the
ordinary high water line reduces the chance of damageg high flows. Thermistors were
placed in the first perennial pool encountered - gopgiream - within a site’s temperature reach.
Pools were selected instead of glides because summéows can cause glides to dry up and
salmonids often prefer to rear in pool habitat (Bissoml.ei987; Beschta and Platts 1986).
Thermistors were placed in a shaded location of thewitiolgood water circulation. To keep
the thermistor out of the influence of cooler groundwgdiny 1984), rock cairns were built and
thermistors placed off the bottom (Figure 4).

Air temperature thermistors were placed between nddhaee meters outside the ordinary high
water line (edge of channel), usually in a tree ahb(Figure 4). Care was taken that the
thermistor was well shaded from direct sunlight.

AlR THERMISTOR

EXTENSION CABLE

(" STREAM CHANNEL _

DATA LOGGER

ROCK CAIRN

WATER THERMISTOR

Figure 4. A cross section of a study site showingdbation of the thermistors and the data
logger.

Riparian Classification

The age and species composition of the dominant ripaegatation was estimated for each

temperature reach by visual assessment. Age wadipiclassified as either young (< 25 years),
second-growth (25 to 70 years), or mature (> 70 ye&agh reach was divided into 20 sections
(each 30 m in length) and the average age of tteleg the stream bank was estimated for each
section. The observations were made from the middkneofwetted channel and recorded

separately for each bank. Thus, each temperatace r@d a total of 40 visual estimates of the
age of the riparian canopy. The percentage that agehgroup comprised of these 40

observations was used to describe the age composition.



The species composition of each temperature reachstiamted similarly to age composition.
Within each 30-m section, the dominant riparian gsealong each bank was classified as
deciduous, coniferous, or mixed. The percentage #ut §pecies category comprised of these
40 observations was used to describe species composition.

These visual methods are strictly a qualitativessssent and are not intended to provide precise
data. We believe they provide a general asses@hém: age and species composition of each
study site’s riparian zone. It is impossible to Miguastimate the exact age of a tree, but we
believe that we were within +10 years of the true. agowever, this inability to estimate the true
age of a tree can lead to inaccuracies betweenréne dge classes. Therefore, the results from
the age and species composition surveys are not uset iaf the statistical analyses but are
presented for informational purposes only.

Variable Definitions

Twenty-two variables (excluding age or species composjt were measured for this study.

Each variable was classified as either an indepen@ehysical) variable or a dependent

(temperature) variable. All of the independent aldeis examined described either channel
morphology or characteristics of the sub-basins. Therakent variables were all components of
a study site’s temperature regime and includedageerminimum, and maximum temperatures.
Abbreviations were assigned to each variable to $ympferences.

Independent Variables:

The 13 independent variables examined in this stmdythe methods used to quantify them are
described below. The abbreviation for each varigbieparentheses after its name.

Basin size(BASIZE) was obtained from USGS “ltopographic maps using a digital planimeter
and represents the total hydrologic catchment are? ghove each thermograph.

Elevation (ELEV) refers to the elevation in meters of the tlegraph within each study site and
was obtained from USGS 1pographic maps.

Gradient (GRADE) was determined from USGS °1fopographic maps and is the average
gradient of a temperature reach.

Channel length (CLENGTH) is the total length in meters of the stmezhannel as measured
from a study site’s thermograph to the sub-basineivi@LENGTH was obtained from USGS
15° topographic maps.

Stream shade(SHADE) was measured every 30 m within a tempegatach using a spherical
densiometer (Lemmon 1957). At each 30-m statiorarstighade was measured by standing in
the middle of the channel and measurements weren tkdour directions and averaged
(Figure 5). Thus, each study site had twenty geeisiream shade values which were then
averaged for the entire temperature reach.



Summer discharge(LOWFLOW) measurements were made during the laskvof July when
streams typically experience their minimum flows. Marsh-McBirney flow meter was used to
measure discharge ir'fsec (cms) using conventional methods (Schuett-Hanas992). All
summer lowflow measurements were made at the fitabfuriffle above the thermograph.

Mature forest (CLASS-1) is the proportion of forest within a studie’si sub-basin that is
classified as late seral stage. This informationaidained from the Olympic Region Geographic
Information System (GIS) at the Washington State Demeaut of Natural Resources (DNR). In
the classification system used by the DNR, latd stage forests (Class 1 forests) are defined as
having more than 10% crown closure in trees greader 38 cm diameter at breast height, more
than 70% total crown closure, and less than 75% afrthen in hardwoods or shrubs (WSDNR
1993). The classification of forest lands as Clags4 based upon LandSAT Thematic Mapper
images taken in 1988. The methods used for thdfickssn are described in Congalton et al.
(1993). Any harvest that occured between 1988 88@ Was accounted for in the DNR GIS
database. It is important to note that this varmale not used in the classification of the stream
sites to the unmanaged and managed groups.

SHADE MEASUREMENTS EVERY 30 METERS

THERMOGRAPH LOCATION

|
|
\
7

I 30 METERS

CHANNEL MEASUREMENTS EVERY 60 METERS

Figure 5. A portion of a study site’s temperature halgstrating the location and frequency
of stream shade and channel measure..



Bankfull width (BFWIDTH) was measured at 60-m intervals along tmperature reach
(Figure 5) by stretching a measuring tape tauntsascthe stream at the bankfull height of the
channel (Figure 6). Ten bankfull width measures@vgre made in each temperature reach and
averaged.

Bankfull depth (BFDEPTH) was measured at every 60-m station, aBee bankfull width
portion of the channel was divided into eight, evepleed segments and the bankfull depth
(Figure 6) measured at each segment with a stadliaThe average of these eight measurements
was used as the depth for the station. Bankfulldegiasurements were made at ten stations in
each temperature reach and averaged.

The wetted width (WETWIDTH) andwetted depth ( WETDEPTH) measurements were made
at the same stations as the bankfull width and degtasurements (Figure 6) except wetted
measurements were made in late July when streames ngar their minimum discharge. A
measuring tape was stretched perpendicular to thedvportion of the channel and the width
measured directly (Figure 6). The wetted depthl atation was determined by dividing the
wetted portion of the channel into eight, evenly-spasgpnents, measuring the wetted depth at
each segment with a stadia rod, and averagingdhe reeasurements. Wetted width and depth
measurements were made at ten stations in eachregumpeeach and averaged.

BANKFULL WIDTH
// X

WETTED WIDTH
-~

BANKFULL:
DEPTH

",
;WE'ITED DEPTH

Figure 6. A cross section of a study site showing somehef variables describing
channel morphology.



Bankfull width to depth ratio (BFW/D) was calculated for each temperature regattiviling
the average bankfull width by the average banéégith.

The wetted width to depth ratio (WETW/D) was calculated for each temperature rdgch
dividing the average wetted width by the averagegededepth.

Dependent Variables:

The nine dependent variables examined in the sitelgefined below. The abbreviation used for
each variable is in parentheses after its namdy t@nperature data from July 9 through August
16 were used in the analyses because of thermogr@fumetions at one or more sample sites
during other time periods. This will be referred $dlse analysis period.

Mean hourly water temperature (XAVEH20) is the mean of the 936 (24 hourly tempanes
per day x 39 days) hourly water temperatures recatdeag the analysis period.

Median hourly water temperature (XMEDH20) is the median temperature value for tBé 9
hourly water temperatures recorded during the aagigsiod.

Mean daily low water temperature (XMINH20) is the mean of the 39 daily minimum water
temperatures recorded during the analysis period.

Mean daily high water temperature (XMAXH20) is the mean of the 39 daily maximum water
temperatures recorded during the analysis period.

Number of days where the maximum daily water tempeiture exceeded 169C (N>16.0) is
the number of days during the analysis period tkaudy site’s maximum daily water temperature
exceeded Washington State’s water quality temperatierion for Class AA waters of 16.G.

Mean hourly air temperature (XAVEAIR) is the mean of the 936 hourly air temperat
recorded during the analysis period.

Median hourly air temperature (XMEDAIR) is the median temperature value for ti&69
hourly air temperatures recorded during the angigsied.

Mean daily low air temperature (XMINAIR) is the mean of the 39 daily minimum air
temperatures recorded during the analysis period.

Mean daily high air temperature (XMAXAIR) is the mean of the 39 daily maximum air
temperatures recorded during the analysis period.
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Statistical Analyses

There are two distinct sections to the statisticdys@a conducted. The first section is a summary
of the independent and dependent variable datadmypgunmanaged or managed. Included are
tests of normality of the data for each variable, loyigr and a comparison of the unmanaged and
managed groups for each variable. The second sectiba ahalyses examines the relationships
among the dependent and independent variables. e Tmegdyses focus on the relationships

between important dependent water temperature leriabd the independent variables.

Descriptive Statistics and Comparison of Groups:

At the end of the field season all temperature dadee wansferred from the thermographs to
desktop computers for analysis. Basic descriptitestita (mean, standard error, and coefficient
of variation) were calculated for each of the indepehdad dependent variables by group:
unmanaged or managed. Many of the parametric asalgselucted require the assumption of
normally distributed variables. The Kolmogorov goodneds-sfatistic (Conover 1980) was
used to test the hypothesis that the data were mificsigtly different from a normal distribution.
These tests were conducted for each variable by group.

Another assumption necessary for the parametric wdsth compared the means of the two
groups was that the groups have homogeneous varialb@&sassumption was tested using a
variance-ratio test based upon the F statistic (2@a4)l When the hypothesis of homogeneous
variances was not accepted, data transformations wgegkto equalize group variances when
possible.

For each variable, the means for the groups were cethpaing a t-test (Zar 1974) and its
nonparametric equivalent the Mann-Whitney (MW) t@Sbnover 1980). The Kolmogorov-
Smirnov (KS) two-sample test was used to compare gnstrjpdtion functions (Conover 1980).
Frequency histograms were produced to visually contparélistributions of both independent
and dependent variables between the two groups.

There were significant differences between the magad and managed groups for some of the
independent variables and dependent, water teraperafriables. A significant difference
between the groups for a dependent variable coulddéoddifferences between the groups in an
independent variable, if that variable has a sogmt influence on water temperature. Analysis of
variance with a covariate (Searle 1987) was useddcess this problem. Analysis of variance
with a covariate (ANOVAWC) is used to test for difieces between group means for a
dependent variable controlling for the effect of a corkamtnvariable (usually called a covariate).
The covariate must be a continuous variable whosetetee linear. The effect of the covariate
is controlled for by adjusting the means of the depgn@esponse) variable to account for the
difference between the two groups in the covariateirfghum and Kupper 1978). Therefore, the
possible confounding effects on the dependent vardb&to differences in the distributions of
the covariate for the two groups, are removed. ANOVAWAS used to test for a difference
between group means of the water temperature variabieg the independent variables which
had significant differences between group meansaebles identified as important by previous
research, as covariates.

11



Relationships Among Independent and Dependent Viesiabl

The examination of relationships among independent@pendent variables began by estimating
the correlation among all possible variable pairs (fomdependent X] and dependentY]
variables) using data for the unmanaged and manggmgps combined. Both Pearson’s
correlation coefficient and Spearman’s (nonparametocjelation coefficient were calculated
(Conover 1980). The significance of each coefficieas \Wetermined using standard statistical
tables based on the value of the coefficient and sasigg. Correlations were classified as either:
non-significant (NS) whe® > 0.05; significant (denoted by *) when 0.0Px 0.05; or highly
significant (denoted by **) wheR < 0.01.

In addition to using the correlation coefficient to deiiee if there was a significant relationship
between an independent and dependent variablepalysis of covariance (ANCOVA) was used
to examine the relationship between three of the digmenvater temperature variables judged to
be most important and the independent variablesly@saf covariance was used to determine if
the relationship between each independent-depel#tvariable pair was the same for the
unmanaged and managed groups. If the relationshiie afependent variable to the independent
variables was different for the managed group comparéiade unmanaged group, then a simple
correlation coefficient may not accurately reflect significance of the relationship between the
variables. Analysis of covariance was used to deaterrhithe relationship between theér
variables was the same for the two groups. The asalgdlowed procedures described in
Kleinbaum and Kupper (1978). The combined (unmahagel managed) data were fit to the
multiple regression model:

Y= By, + BX+ B,Z+ BXZ+ ¢

whereY andX are the dependent and independent variablescteshe Z is a dummy variable
denoting group membershiz = 0 if unmanaged or 1 if managed. TpBeare regression
coefficients anct is the error term. This model was then used totbestwo hypotheses of
interest:

I.  The regression lines for the groups are parakel, i: 33 = 0. Thus, for a given change in
the independent variable the two groups have a siraigonse in the dependent variable,
and

Il. The two lines are coincident, i.e.o:H8, =33 = 0. If this hypothesis is not rejected, then the
relationship between the dependent and independgables is the same for the two groups
and is represented by the usual regression moekdh, + 3. X + &

If both of these hypotheses are not rejected, themetgonship between the dependent and
independent variables examined is not significadifferent for the unmanaged and managed
groups and a single regression line can be useddobdethe relationship.

12



The best linear relationship between the independeigbles and the three dependent variables
examined (XAVEH20, XMAXH20, and N>16.0) was detared by simple regression analysis
using least squares (Zar 1974). Based upon thissrebthe ANCOVA, either a single regression
line for the unmanaged and managed data combinegarase regression lines for each group
were calculated. The coefficient of determinationf& each regression line was estimated. The
coefficient of determination is the proportion of the tetaiation in the dependent variab¥ (
explained by the fitted regression line (Draper Snuth 1981). R= 0.50 was selected as the
minimum value we considered useful for a regressioatem to be used for predictive purposes.

The final examination of the relationship between dependent and independent variables
explored the use of multiple independent variablekerregression equations (as opposed to the
single independent variable regression analysis aboVle stepwise regression procedure in
SPSS (Norusis 1988) with the significance levelhefR-to-enter and F-to-remove values set at
0.05 was used. Two analyses were run for each ofdépendent variables examined
(XAVEH20, XMAXHZ20, and N>16.0). For the first modalll 13 independent variables were
submitted to the procedure; for the second model theSSEA independent variable was
removed from the variables submitted. The adjusfe(DRaper and Smith 1981) was used to
examine the increase in the goodness of fit of the nimdeach independent variable entered into
the regression equation. The adjustédvBs used to compare models because it accounts for
differences in sample sizes and degrees of freedtme imodels. Five types of plots were used to
examine the models for linearity and homogeneity oémads: (1) a case-wise plot of studentized
residuals (Draper and Smith 1981); (2) plots of stetided residuals versus predicted values;
(3) plots of residuals versus the independent vasahlthe model; (4) normal probability plots;
and (5) partial regression plots (Norusis 1988). piesence of multicollinearity among the
independent variables in the model was monitored ubmgrOLERANCE criterion of SPSS
(Norusis 1988).

Two evaluation statistics are used to compare the p&fme of the two regression models (one
with CLASS-1 and one without CLASS-1). The two stiggsare the mean percent error (MPE)
and the mean square error (MSE). MPE is a measumea¢| bias while MSE is a measure of
model accuracy (Abraham and Ledolter 1983). Thegeifeed as:

100 Z”:(observedi - predicted,)
i=1 observed;

MPE =

" With R? = 0.50, the fitted regression line explains 50%hefvariation in th& variable.

13



and

n
Y. (observed; - predicted, y
MSE = =

n

wheren is the number of observations in the regression madelserved andpredicted refer to
the independenty]) variable.
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RESULTS

As noted previously, due to periodic malfunctions of sthegmographs data analyses were
restricted to the 39-day period from July 9 throughustid 6. Streams in the Pacific Northwest
usually experience peak water temperatures duhigyperiod (Levno and Rothacher 1967;
Beschta and Taylor 1988; Holtby 1988). Although 28ashs were sampled concurrently, data
from only 26 streams were used in the analyses. date from two unmanaged streams were
omitted from the analyses because of extended therptognalfunctions during the analysis
period. Therefore, data from 11 streams draining naged sub-basins and 15 streams draining
managed sub-basins were used in the analysesth@iineographs on these 26 streams recorded
water temperatures continuously throughout the analgsisd (July 9 through August 16).

The results are presented in three sections. Bhediction summarizes the results of the riparian
classification surveys. The second section summaitieesidependent and dependent variable
data and includes a comparison of the unmanaged arbethgroups for each of the variables.
The third section examines the relationships amonmdependent and dependent variables.

Summary of Riparian Classification

Based upon the visual assessments, the species dimnpokithe managed sites, on average,
consisted of nearly three times as many stands ofiude@ trees than the unmanaged sites
(Table 1). In comparison, the temperature reachesinofanaged sites, on average, had
approximately twice as many stands of coniferous treesthe managed sites. The percentages
of mixed stands (coniferous and deciduous mixed) weoeitaequal for the unmanaged and
managed groups. In general, the majority of decidtr@ags were alder: several sites had large
numbers of broadleaf maples.

The age composition surveys estimated that the meaposiion of the riparian zone for
unmanaged sites was about 79% mature forest compaoetyt23% mature forest for managed
sites. The riparian zones of unmanaged sites avkBige/oung forest and 13% second growth.
In comparison, the managed sites averaged 44% pguany forest and 33% second growth
(Table 1).

Descriptive Statistics and Comparison of Groups

Basic descriptive statistics were compiled for tliependent and dependent variables for each of
the 26 study sites. The mean, standard error, @eflicent of variation for each variable for all
unmanaged sites combined and all managed sites @ambire then calculated. The groups
were compared using the statistics described iM#tbods section.
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Table 1.

Estimated percent species composition argmieage composition of the riparian
zone adjacent to each temperature reach.

Estimated Percent Species Estimated Percent Age
Composition Composition
Site Name m/u? | Deciduous Coniferous Mixed Young "ZGrowth Mature

TWIN U 37.5% 25.0% 37.59 20.0% 7.5% 72.9%
CAMP ) 0.0% 95.0% 5.09 0.0% 0.0% 100.0%
MATSON ) 0.0% 77.5% 22.5% 0.0% 0.0% 100.0%
JACKSON ) 5.0% 52.5% 42.5% 2.5% 5.0% 92.5%
OLLALIE U 5.0% 15.0% 80.0% 0.0% 0.0% 100.0%%0
HADES U 0.0% 100.0% 0.0% 0.0% 0.0% 100.0%
INDIAN U 0.0% 95.0% 5.0% 0.0% 0.0% 100.0po
MOSQUITO U 7.5% 60.0% 32.5% 37.5% 5.0% 57.5%
KACKWA U 15.0% 52.5% 32.5% 10.0% 37.5% 52.5%
COAL U 22.5% 40.0% 37.5% 2.5% 40.0% 57.5%
HARLOW U 72.5% 0.0% 27.5% 17.5% 50.0% 32.%%
Mean 15.0% 55.7% 29.3% 8.2% 13.2% 78.6%
ROCK M 20.0% 17.5% 62.5% 25.0% 10.0% 65.0%
MAPLE M 85.0% 0.0% 15.09 80.0% 20.0% 0.0%
WINFIELD M 77.5% 0.0% 22.59 12.5% 87.5% 0.0%
NOLAN M 55.0% 5.0% 40.09 7.5% 87.5% 5.0%
FISHER M 25.0% 55.0% 20.0% 82.5% 0.0% 17.5%
HOOT M 2.5% 95.0% 2.59 12.5% 5.0% 82.5%
OWL M 20.0% 12.5% 67.59 12.5% 70.0% 17.5%

LINE M 25.0% 55.0% 20.09 75.0% 0.0% 25.0%
ALDER M 2.5% 70.0% 27.59 10.0% 2.5% 87.9%
CANYON M 40.0% 7.5% 52.59 20.0% 75.0% 5.0%
ANDERSON M 57.5% 0.0% 42.5% 57.5% 42.5% 0.0%
TOWER M 90.0% 2.5% 7.5% 80.0% 10.0% 10.0%
WILLOUGHBY M 100.0% 0.0% 0.0% 97.5% 0.0% 2.5%
SPLIT M 27.7% 60.2% 12.1% 67.5% 0.0% 32.5%
KALALOCH M 30.0% 0.0% 70.0% 15.0% 85.0% 0.0p6
Mean 43.8% 25.3% 30.8% 43.7% 33.0% 23.B%

4 M/U = U for unmanaged sub-basins and M for manage¢asins.
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Basin and Channel Morphology Data:

The independent variables describing sub-basinchadnel morphologic features are listed for
each of the 26 study sites in Appendix Table 1. mMean, standard error, and coefficient of
variation of each variable, by group, are presente@ppendix Table 1, also. Because of
logistical problems, summer discharge (LOWFLOW) wa$ measured at Coal Creek and
summer discharge, wetted width, and wetted deptk nwat measured at Harlow Creek. These
are both unmanaged streams.

Water and Air Temperature Data:

The water and air temperature data (the depen@eiables) collected at each site during the
1992 field season are summarized in Appendix TabléH2 mean, standard error, and coefficient
of variation of each variable, by group, are presantégpendix Table 2, also.

Comparison of Unmanaged and Managed Groups:

The mean, standard error, and coefficient of varidioeach independent variable, by group, are
summarized in Table 2. All the Kolmogorov tests comggattie cumulative distributions of each
independent variable, for a group, to the normal bigian were not rejected (&l > 0.25).
Therefore, the assumption of a normal distribution fer itldependent variable data appears
reasonable. However, the assumption of equal grougmeas was rejected using the F test for
the BASIZE, SHADE, and CLASS-1 variables (Table 2pPifferent transformations were
examined for each of these variables. The naturalkitbgh of BASIZE, squared value of
SHADE, and arcsine transformation (Zar 1974) of th&&%-1 variable resulted in significance
levels greater than 0.05 for the variance-ratio test.

For the independent variables, only the CLASS-1 biariaas a significant differenc € 0.01)
between the groups for all four of the tests used to amnthe unmanaged and managed groups.
With the exception of the MW test of the ELEV vamglihe tests comparing the locations or
distributions of the two groups (the t, MW, and KSdgsll hadP values greater than 0.10 for
the other independent variables.

Histograms comparing the distributions of nine of tliréetn independent variables, by group, are
shown in Figure 7. The two groups have relativeljlaifiequency distributions for the variables
displayed except for ELEV and CLASS-1. BFW/D and WD are not shown since they are a
function of the bankfull width and bankfull depth rahites and the wetted width and wetted depth
variables, respectively. WETDEPTH and CLENGTH @wé displayed either because of space
considerations. The distributions of these four vasable very similar for the unmanaged and
managed groups.
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The mean, standard error, and coefficient of varidtioeach dependent temperature variable, by
group, are summarized in Table 3. All the Kolmogoroststecomparing the cumulative
distributions of each dependent variable, for a gramfhe normal distribution were not rejected
(all P > 0.18). The assumption of a normal distribution @ dependent variable data appears
reasonable, also. The assumption of equal group vesiaves rejected using the F test only for
the N>16.0 variable (Table 3). The square root ofiNh&6.0 values (plus 0.5) increased the
significance level to 0.044 for the variance-ratiad.tes

All the tests comparing the locations or distributiontheftwo groups (the t, MW, and KS tests)
had P values less than 0.01 for the dependent water tetope variables. In contrast, none of
these tests were significant for the four dependeteéraperature variables (&> 0.44).

Histograms comparing the distributions of the depentiamperature variables, by group, are
shown in Figure 8. Generally, the water temperadata from unmanaged sites are concentrated
to the left of the data from managed sites (are cofaerdll four water temperature variables
(XAVEH20, XMEDH20, XMINH20, and XMAXH20). Only fourof the 11 streams in
unmanaged sub-basins exceeded the°16.Qemperature standard established for Class AA
waters in Washington during the 39-day monitoringqgok(variable N>16.0). The maximum
number of days that the standard was exceededuatinaanaged site was 11. In contrast, 14 of
the 15 managed sites (93%) exceed the° X6.temperature standard on at least one day during
the monitoring period. Nine of the 15 managed sit@%ojéexceeded the standard for 15 or more
days during the monitoring period. The distributiontheffour air temperature variables are very
similar for the unmanaged and managed groups.

ANOVA with a Covariate for the Water Temperature ¥hales:

The only independent variable which had a signfficdifierence between the unmanaged and
managed groups was the CLASS-1 variable. The ELEEVSHADE variables were included in
the ANOVAWC analyses conducted even though there n@rsignificant differences between
the unmanaged and managed groups for these variaBleBV and SHADE were included
because: (1) elevation and stream shading were foyRlllivan et al. (1990) to be important
variables affecting stream temperatures in Washin§tate and (2) the distributions of the ELEV
and SHADE variable for the unmanaged and manageggralthough not significantly different
statistically, were still dissimilar (Figure 7).

The ANOVAWC was performed using the ELEV, SHADE, d&dASS-1 variables as single
covariates, with all possible two-variable combinatiohshe three variables as covariates, and
with all three variables as covariates. These semlywere limited to the XAVEH20,
XMAXH20, and N>16.0 dependent variables. The XMR@H variable was not included in
these analyses because it is not of as great conthrrespect to water quality standards. The
XMEDH20 variable was omitted from further analysicdese it was very similar to the
XAVEH20 variable in its mean value, variance, aistritution.
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CLASS-1 was significant as a single covariate forthalte of the dependent variable models
examined (Table 4). The results that are importanfocus on in Table 4 are significant
covariates P < 0.05) combined with a non-significar® & 0.05) result for the test of group
means. Together these indicate that when theattffes between the unmanaged and managed
groups for the covariate(s) are controlled, the differebetween the group means in the
dependent (water temperature) variable is no longefficant. When the effects of differences
between groups for the CLASS-1 variable are contraleldifferences between the unmanaged
and managed groups for the three water temperattiablga are no longer significant (Bl
0.70). The only other single covariate that was feignt was SHADE for the N>16.0 model.
However, when the effects of differences between gréampthe SHADE variable are controlled
the difference in N>16.0 between the two groups msragnificant.

For the two-covariate models, ELEV and SHADE were fxignt covariates for the

XMAXH20 and N>16.0 models, but the difference bemvegoup means for these two
dependent variables remained significant for theselels. The CLASS-1 covariate was
consistently the only significant covariate in the BAELASS-1 and SHADE\CLASS-1 models.
This indicates that the addition of the other covesidELEV or SHADE) did not significantly

improve the models compared to the models with only LA&SS-1 covariate.

For the three-covariate model for XAVEH20, none of theagates were significant. Only the
SHADE covariate was significant for the three-covariad¢{MAXH20 model. The ELEV and
SHADE variables were significant covariates for thelBl0 models. CLASS-1 was not a
significant covariate in these three-variable modélifie CLASS-1 variable was present in all
models for which the hypothesis of equal group meanthéunmanaged and managed groups
was not rejected.

Relationships Among Independent and Dependent \Viesiabl

The parametric (Pearson’s) and nonparametric (Spea)menrrelation coefficients, and the
significance of each, among all possible variablesgaie summarized in Appendix Table 3. For
the correlations among independent (independent-indep® variable pairs, the ELEV,
SHADE, and CLASS-1 variables are focused on sincgethariables have been identified as
important independent variables in the previous aesly The ELEV variable has significalRt<(
0.05) correlations with BASIZE, GRADE, CLENGTH, SHADBFWIDTH, and BFW/D (both
Pearson’s and Spearman’s coefficients) and CLAS&dr¢Bn’s only). SHADE has a significant
correlation P < 0.05) only with ELEV (both correlations) and BFDEPTEpéarman’s only).
CLASS-1 has a significant correlatidd<£ 0.05) only with ELEV (Spearman’s only).

The independent-dependent variable correlations thghwater temperature variables are of
primary interest. Only the ELEV, SHADE, CLASS-IdaBFW/D variables have significant
correlations with more than one of the dependent, wetgrerature variables. These correlations
are= 0.50 only for the ELEV, SHADE, and CLASS-1 variabléghe strongest correlations are
between the water temperature variables and theSSEAvariable (correlations all greater than -
0.60). Figure 9 shows the relationships betweerethi@®e independent variables and the
XAVEH20, XMAXH20, and N>16.0 dependent variables.
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Table 4. Results of the analysis-of-variance testsii@iad on the XAVEH20, XMAXH20,
and N>16.0 dependent variables to compare the unedragl managed groups
using CLASS-1, ELEV, and SHADE as covariates.

XAVEH20 XMAXH20 N>16.0
Covariateg Significance Levels Significance Levels Significathevels

Examined Covar® | Meang Covar. Means| Covar. Means
ELEV (A) 0.320 0.002 0.416 0.002 0.521 0.001
SHADE (B) 0.399| 0.002 0.096 0.001 0.018 0.001
CLASS-1 (C) 0.014| 0.753 0.014 0.708 0.009 0.702
A B 0.111| 0.026 0.012 0.029 0.001 0.019

ELEV 0.057 0.015 0.003

SHADE 0.067 0.005 0.000
AC 0.040| 0.788 0.045 0.736 0.035 0.723

ELEV 0.463 0.595 0.745

CLASS-1 0.020 0.020 0.013
B,C 0.051| 0.742 0.026 0.629 0.006 0.558

SHADE 0.806 0.242 0.054

CLASS-1 0.023 0.034 0.028
A B, C 0.063| 0.736 0.014 0.604 0.001 0.506

ELEV 0.234 0.069 0.018

SHADE 0.328 0.037 0.003

CLASS-1 0.090 0.167 0.176

& Covar. is the significance of the test of the cove(@tto the ANOVA model, including
both the combined effects for models having more tharcovariate and for the single
effects of each covariate.

® Means is the significance of the test of equal groeans controlling for the differences
between the groups in the covariate(s).
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There were no significant correlations between thennaa temperature and mean water
temperature (dependent-dependent) variable pa@n a daily time scale, air and water
temperatures were significantly correlated.

Single Variable Regression Analysis:

The results of the ANCOVA for the XAVEH20, XMAXH20nd N>16.0 dependent variables
are summarized in Table 5. The hypothesis of phsidlpes for the unmanaged and managed
groups (hypothesis 1) was not rejected for all indepetadependent variable pairs except
SHADE-XAVEH20 and WETW/D-XAVEH20. The hypothesisadincident lines (hypothesis
II) was rejected for every independent variable pix€& ASS-1. Therefore, the relationship
between the independent and dependent variabtéfei®nt for the unmanaged and managed
groups and a common regression line for the combined grsupmot appropriate for all
independent variables except CLASS-1. Blaypotheses were not rejected for the CLASS-1
variable and the three dependent variables examinkus indicates that a single regression
equation can be used to explain the relationship leetvike CLASS-1 variable and these
dependent variables using data for the groups combin&tl other independent-dependent
variable relationships, however, require separatessipn equations for each group.

Table 6 summarizes thé Ralues and significance levels for the least-sguagression lines. The
CLASS-1 variable explained more than 50% of the biityain each of the three dependent
variables examined (XAVEH20, XMAXH20, and N>16.0J.hese were the only regressions
where it was appropriate to combine the data from tileanaged and managed groups. The
only other independent variable with a significatdtienship P < 0.05) and an > 0.50 was the
WETW/D variable with the XAVEH20 and XMAXH20O varis, but only for the unmanaged
group. Other than the CLASS-1 variable, there vmeréndependent variables which explained
more than 29% of the variation of the dependent watapé¢rature variables for the managed

group.

The cumulative distributions of the CLASS-1, XAVEH2RIMAXH20, and N>16.0 variables
(for the unmanaged and managed data combined) wesgnifitantly different from the normal
distribution P = 0.46, 0.95, 0.87, and 0.13, respectively). dloee, the combined data from
these variables was used in linear regression asalyidhe regression lines for the three dependent
variables and the CLASS-1 variable are shown inr€id®. The data for the XAVEH20 and
XMAXH20 variables are more tightly clustered arouhd tegression line than the data for the
N>16.0 variable. There is considerable scatter efdéita around the regression line for the
N>16.0 variable.
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Table 5. Results of the analysis-of-covariance condumtethe XAVEH20, XMAXH20, and
N>16.0 dependent variables and all independentblas to determine if a single
regression line was appropriate to describe theaeddtip between the dependent and
independent variables.

XAVEH20 XMAXH20 N>16.0

Independen] Significance Levels Significance Levels Significanevels

Variable Ho 12| Ho 1P Ho: | Ho: |l Hy | Hq: 11
BASIZE 0.322 0.004 0.614 0.005 0.720 0.004
ELEV 0.553| 0.009 0.863 0.008 0.953 0.005
GRADE 0.095 0.001 0.414 0.002 0.841 0.002
CLENGTH 0.484| 0.004 0.769 0.004 0.683 0.003
SHADE 0.042 0.001 0.051 0.001 0.292 0.002
LOWFLOW 0.329| 0.008 0.372 0.005 0.636 0.006
CLASS-1 0.391| 0.652 0.596 0.808 0.669 0.848
BFWIDTH 0.074| 0.002 0.207 0.003 0.395 0.003
BFDEPTH 0.773| 0.003 0.485 0.002 0.316 0.002
BFW/D 0.120( 0.002 0.381 0.004 0.639 0.006
WETWIDTH 0.253| 0.004 0.287 0.003 0.651 0.004
WETDEPTH 0.647 0.004 0.502 0.002 0.473 0.002
WETW/D 0.028| 0.017 0.084 0.001 0.519 0.003

%H,: | is the test for parallel slopes for the two groups.

®H.: Il is the test for coincident lines (equal slope mtercept) for the two groups.
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Stepwise Regression Analysis:

XAVEH20. When the CLASS-1 variable was included in tlepwise regression (Model I) for
the XAVEH20 variable, both it and the WETW/D var@lgntered into the model. When the
CLASS-1 variable was not included in the stepwisie@dure (Model Il), none of the remaining
independent variables had an F-to-enter value wilyrficance level less than the 0.05 entry
criterion. The adjusted °Ror the two-variable, CLASS-1 model was 0.58. Botiression
coefficients for this model were significai® € 0.04) as was the intercept (Table 7). None of the
residual plots indicated any gross departures frazarity or heterogeneity of variances. Plots of
predicted values for XAVEH20 versus standardizeiduess for Model | are shown in Figure 11.
The model evaluation statistics for Model | are preeskim Table 10.

XMAXH20 . When the CLASS-1 variable was included in tlepwise regression (Model ) for
the XMAXH20 variable it was the only independentialale entered into the model. When the
CLASS-1 variable was not included in the stepwisecgdure (Model II), three of the
independent variables were entered into the modwe. variables entered were (in order of entry):
SHADE, ELEV, and WETW/D. The adjusted f&r the CLASS-1 model was 0.52 compared to
0.64 for the three-variable model (Table 8). Alethregression coefficients for the three variables
in Model 1l were significant® < 0.01) as was the intercept (Table 8). None ofdhielual plots
indicated any gross departures from linearity or begemeity of variances. Plots of predicted
values for XAVEH20 versus standardized residualsrfodels | and Il are shown in Figure 11.
Model Il had a smaller MPE and MSE than Model I. Mddies the unmanaged data better (has
a smaller MSE) than Model Il. Conversely, Modelt the managed data better than Model I.

N>16.0 When the CLASS-1 variable was included in tlepwise regression (Model I) for the
N>16.0 variable, it was the only independent vagigltered into the model. When the CLASS-1
variable was not included in the stepwise proceddaél Il), two of the independent variables
were entered into the model. The variables enteegd (in order of entry): SHADE and ELEV.
The adjusted Rfor the CLASS-1 model was 0.55 compared to 0.58 fotvtevariable model
(Table 9). Both regression coefficients for the twaaldes in Model Il were significantP(<
0.01) as was the intercept (Table 9). None of thelual plots indicated any gross departures
from linearity. In contrast to the previous analysks, residual plots for the N>16.0 variable
indicate some heterogeneity of variances (Figure The residuals for larger values of N>16.0
tend to have a greater dispersion than the smallges/a Model 1l has a slightly smaller MSE
than Model I. The MPE statistic could not be caleddtecause of the presence of observations
with a zero value in both groups. Similarly to the XKH#20O analysis, Model | fits the
unmanaged data better than Model Il while Modetdlthe managed data better than Model 1.

30



Table 7. Results of the stepwise linear regressionstife XAVEH20O variable. All 13
independent variables were submitted to Model | wihiee CLASS-1 variable was
omitted from the independent variables submitted toeViibd

Adj. Regression)  Estimated Significance

Model| R? Parameter Coefficient| of Parameter
Model |

CLASS-1| 0.512| Regressior] 0.000

CLASS-1 -0.0309 0.000

Intercept 15.6051 0.000

CLASS-1, WETW/D| 0.581| Regressior 0.000

CLASS-1 -0.0318 0.000

WETW/D -0.0370 0.036

Intercept 16.8163 0.000
No more
variables entereg
Model lI
No variables
entered
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Table 8. Results of the stepwise linear regressionstie XMAXH20 variable. All 13
independent variables were submitted to Model | wihiee CLASS-1 variable was
omitted from the independent variables submitted toeViibd

Adj. Regression)  Estimated Significance

Model| R? Parameter Coefficient| of Parameter
Model |

CLASS-1| 0.520| Regressior] 0.000

CLASS-1 -0.0391 0.000

Intercept 17.1346 0.000
No more
variables entereg
Model lI

SHADE | 0.127| Regressiot] 0.041

SHADE -0.0512 0.041

Intercept 18.4753 0.000

SHADE, ELEV| 0.456| Regressiot] 0.004

SHADE -0.0919 0.003

ELEV -0.0194 0.007

Intercept 23.7815 0.000

SHADE, ELEV, WETW/D| 0.636| Regressior 0.000

SHADE -0.1116 0.000

ELEV -0.0236 0.000

WETW/D -0.0726 0.002

Intercept 27.9460 0.000
No more
variables entereg
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Table 9. Results of the stepwise linear regressamhé N>16.0 variable. All 13 independent
variables were submitted to Model | while the CLAS®afiable was omitted from the
independent variables submitted to Model II.

Adj. Regression)  Estimated Significance
Model| R? Parameter Coefficient| of Parameter
Model |
CLASS-1| 0.551| Regressior] 0.000
CLASS-1 -0.2617 0.000
Intercept 25.6226 0.000
No more
variables entereg
Model lI
SHADE | 0.215| Regressior] 0.010
SHADE -0.4113 0.010
Intercept 39.2555 0.001
SHADE, ELEV| 0.579| Regressiot] 0.000
SHADE -0.6874 0.000
ELEV -0.1320 0.001
Intercept 75.3098 0.000
No more
variables entereg
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DISCUSSION

There were five objectives for this study identifiedhe INTRODUCTION. Of these, the first
two: (1) measure the water and air temperature esgiof streams draining unmanaged and
managed sub-basins; and (2) characterize the agjesgties composition of the riparian
vegetation at each study site, were accomplishecaendocumented in the RESULTS and in
appendix tables. The remaining three objectivesinedurther discussion in order to reach
conclusions.

Objective 3: Compare water and air temperatures of streams inanagad and
managed sub-basins

No significant differences in mean air temperatusese found between the unmanaged and
managed groups. The largest difference betweemmtbhiegroups for a mean air temperature
variable was 0.04C for XMAXAIR. However, the 18 air temperature prehesed in the study
were all placed in 100% shaded locations in theiapaones of the temperature reaches. The air
temperatures in other parts of each sub-basin, anthéoisub-basins as a whole, were not
measured and might be different for the two groups.

Significant differences were found between the grougans of all five variables used to
characterize the water temperatures of the stuey. sifor all water temperature variables, the
managed group had significantly € 0.05)warmer temperatures than the unmanaged group.
These significant differences between group meamsisfggl even when the influences of
environmental variables that may affect water teatpees, such as stream elevation and amount
of shade in the temperature reach, were removed.

None of the unmanaged sites had mean daily high wetgyeratures (XMAXH20) or mean
daily water temperatures (XAVEH20) that exceeded16.0 C standard established for Class
AA waters in Washington. However, 7 of the 15 managiegs had mean daily high water
temperature 16.0 C and one managed site had an average daily \eatpetature in excess of
16.0 C. On average, the unmanaged sites had peakndteegperatures in excess of T6D
during 1.8 days of the 39-day monitoring period (radige 11). In contrast, the managed sites
had peak stream temperatures in excess of {6.48n average of 18.3 days during the 39-day
monitoring period (range 0 to 36).

We believe these data present convincing evideratethib stream temperatures of the managed
group were significantly warmer than the unmanagedmgand this difference was due primarily
to the effects of logging in the managed sub-basBsnilar results have been demonstrated
previously by Gray and Edington (1969), Brown and k&y@1970), Beschta and Taylor (1988),
and Holtby (1988). The ANOVAWC demonstrated thaneaster the influences of SHADE and
ELEV were controlled for concurrently, the stream taapees of the managed group remained
significantly warmer than the unmanaged group. @fter controlling for the differences in the
CLASS-1 variable did the difference in mean stredamperatures between the two groups
become non-significant. This is very important beeatisdemonstrates thahanaging for
stream temperature at the reach level will not be wgcessful unless logging activity
throughout a basin is considered
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The difference in stream temperatures between timanaged and managed groups was
demonstrated to be directly related to the CLASS-@paddent variable. The CLASS-1 variable
is the percentage of forest within a study site’slsagdin that is classified as late seral stage. The
CLASS-1 variable is largely a reflection of the degoé logging that has occurred in a sub-basin,
although fire and windthrow are factors, also. For unamed sites the CLASS-1 variable ranged
from 62% to 100% (mean = 89%) while for managed #iievariable ranged from 0.6% to 92%
(mean = 29%). Variables identified as importaritigrices on stream temperature relationships in
an earlier study of streams in Washington State ltiyeBuet al. (1990), stream elevation and
amount of stream shading, did not explain the diffe¥em stream temperatures observed in this
study. This may be due to the relatively low eleveatiof the sites in this study (range from 13 m
to 256 m).

Objective 4: Determine if significant relationships between ihdependent and dependent
variables exist

The variable which best explained the differennesiéan temperatures between the unmanaged
and managed sites (CLASS-1) was also the best smagleble to predict the three stream
temperature variables examined: XAVEH20, XMAXH2@dadN>16.0. CLASS-1 was the only
independent variable for which a single regressi@mias appropriate for combined data from the
two groups. Analysis-of-covariance indicated that Isgpaegression equations were required for
each group (unmanaged and managed) for all otherendept variables examined. Generally,
the slopes of the linear regressions were not sigmifjcdifferent between the groups but the
intercepts for each group were significantly différéar the other independent variables. The
inear relationship between the CLASS-1 variable ahd XAVEH20 and XMAXH20
dependent variables was very good and data from botlanaged and managed sites are
clustered near the line (Figure 10). Although thdoRthe regression with the N>16.0 variable
was comparable to that for the previous models, thesecarasiderably more variation of the data
around the regression line (Figure 10). For the N>>tériable, this model may not be adequate
for predictive purposes.

The N>16.0 variable can be thought of as a dichotomaxisble, either the stream temperature
exceeds 160C on a given day or it doesn't. We suggest that logitliels (Agresti 1990) be
examined for predictive purposes with this variabliéne independent variables examined for the
logit analysis could include those examined for thislsiplus one or more daily air temperature
variables. Although no significant correlations betwi® meamir temperature variables and the
meanwater temperature variables were found in thisystod a daily scale air temperatures are
more influential on water temperatures.
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We feel that the CLASS-1 variable represents agate for thecumulative effects of logging
activities within a sub-basin. A cumulative effect would helgplain the linear relationship
between CLASS-1 and the stream temperature variéibigure 10). The visual assessment of
the riparian habitat conducted for this study in@dathat harvest activities have altered stream
shade by reducing the age of the riparian canopyiramndasing the amount of deciduous
vegetation adjacent to stream channels. In addit@mnest activities have substantially decreased
the average age of the forest within the entire sardg (Table 1). All of these factors are
probably correlated to some degree with the CLASS4ablar Therefore, as the amount of late
seral stage forest decreases in a sub-basin, theimmuaet all of these factors have on stream
temperature. Other evidence of a cumulative efi@atbe seen in Figure 9. Sullivan et al. (1990)
found high SHADE values and higher elevations to beceted with lower stream temperatures.
In Figure 9, managed sites with high values (6%pfdr SHADE generally have warmer mean
water temperatures (XAVEH20 and XMAXH20) than unaged sites with similar SHADE
values. Similarly, managed sites at low elevati@id€l/ < 100 m) have higher mean values for
XAVEH20 and XMAXH20 than unmanaged sites at simdargreater elevations. Studies in
Oregon (Beschta and Taylor 1988) and British Colur(iB@ltby 1988) have found significant
relationships between the percentage of a watershedgested and the maximum stream
temperatures during the summer.

Objective 5: Determine if study sites exceed stream temperatitiegia for class AA waters

Currently, only a single occurrence of a stream teatpes above the 16.@ standard is required
for a stream to violate the State of Washington's wateity standards (WAC 173-201A).
Using this criterion, four of the unmanaged sites eded the standard for Class AA waters.
Apparently, it is not uncommon for streams in the stada which are not impacted by logging
activities to naturally exceed the standard. Tbeeefthe utility of the current standard is in
guestion. Water temperature standards which re@dhé& stream temperatures sometimes
naturally exceed the 16.C temperature criterion are needed. For examgeritierion could be
established as a maximum allowable number of dagarsttemperatures exceed 26830during
any consecutive 30-day or 60-day period. The maxialowable number of days could be
established by long-term (5 to 10 year) studies mamj@treams that have not been impacted by
logging. For the coastal streams in this study, th&@\0 variable was highly correlated with
other stream temperature variables. Therefore, nmanfay the N>16.0 variable would probably
control the XAVEH20 and XMAXH20 variables.
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CONCLUSIONS

The managed (logged) creeks in this study, on aveeageeded the Washington State maximum
water temperature criterion of 16.0 ten times more often than the unmanaged creeksg) die
period July 9 through August 16, 1992. Since theagmaah sites of this study are representative of
low-elevation (less than 260 m above sea level) manaites in the area, it is reasonable to
assume the majority of the low-elevation, managed msti@zannels on the Western Olympic
Peninsula are not in compliance with the provisionhi@fGlean Water Act or Washington State
Administrative Code. The Washington State standaedifying a single occurrence of a stream
temperature greater than 16Q@ is probably too restrictive since the temperatafesimanaged
streams were found to exceed this criterion on someioasasA more liberal standard defined as
the maximum allowable number of days that water teatpees can exceed 16.0 during a 30-
day or 60-day period would provide a more realistic ledigu.

The proportion of a sub-basin classified as late sexgk forest was the single, most influential
independent variable for explaining the stream teatpees measured at the study sites.
Environmental factors such as stream elevation and rnadstream shading did not influence
stream temperatures to the degree that the proportibe stib-basin classified as mature forest.
We feel this provides strong evidence that streameestures cannot be successfully managed at
the reach level unless basin-wide harvest actidtie carefully considered.

We recommend that stream temperature studies siiléinis one be repeated to verify the
importance of the CLASS-1 variable. Although SHADH &hEV were not as important to the
stream temperatures relationships in this studyhasQLASS-1 variable, they may still be
important variables. The sample sizes for this stuese relatively small, so the tests used to
compare group means and the regressions conductedligdraa low power (< 0.50). With an
increased number of study sites, these variablds imggome more influential. Other factors not
investigated in this study that might have an effat stream temperatures are residual pool
depths, amount of large woody debris, riparian widtth laeight, thermal insulation of alders
versus conifers, ground water influence, and relétiveidity.
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable hairs

BASIZE ELEV GRADE CLENGTH

Variable r p r p r p r p

Independent Variables

BASIZE - - -0.48* -0.52** -0.61** -0.86**| 0.95** 0.95**
ELEV -0.48* -0.52** - - 0.70** 0.70** -0.41* -0.45**
GRADE| -0.61** -0.86** 0.70** 0.70** - -| -0.64**  -0.86**
CLENGTH| 0.95* 0.95** -0.41* -0.45** -0.64** -0.86** - -
SHADE 0.02 0.02 -0.48* -0.53** -0.35 -0.13 -0.01 -0.04
LOWFLOW| 0.72** 0.82** -0.13 -0.20 -0.41* -0.60**|  0.79** 0.79**
CLASS-1 -0.35 -0.12 0.32 0.36* -0.03 0.15 -0.20 -0.03
BFWIDTH| 0.92** 0.90** -0.40* -0.36* -0.61** -0.76**| 0.91** 0.89**
BFDEPTH 0.09 0.08 0.35 0.29 0.20 0.23 0.10 0.06
BFW/D| 0.69** 0.70** -0.50** -0.50** -0.66** -0.78**|  0.72** 0.69**
WETWIDTH| 0.87** 0.88** -0.27 -0.23 -0.53** -0.66**| 0.88** 0.85**
WETDEPTH| 0.51** 0.51* -0.02 -0.13 -0.18 -0.21 0.50*  0.49*
WETW/D 0.44* 0.45* -0.15 -0.18 -0.41* -0.55** 0.47*  0.46**

Dependent Variables

XAVEH20 0.26 0.13 -0.34 -0.45** -0.07 -0.22 0.19 0.08
XMEDH20 0.26 0.12 -0.35 -0.46** -0.09 -0.21 0.20 0.08
XMINH20 0.27 0.17 -0.38 -0.53** -0.12 -0.25 0.20 0.11
XMAXH20 0.26 0.15 -0.31 -0.45* -0.06 -0.25 0.20 0.12
N>16.0 0.33 0.14 -0.29 -0.43* -0.08 -0.25 0.27 0.10
XAVEAIR -0.29 -0.53* 0.18 0.29 0.15 0.31 -0.11 -0.34
XMEDAIR 0.09 -0.18 -0.09 0.01 -0.05 0.09 0.23 -0.06
XMINAIR -0.06 -0.16 0.12 0.06 0.07 0.09 0.12 -0.03
XMAXAIR | -0.60** -0.55** 0.24 0.16 0.16 0.17 -0.41 -0.36

2 Significance levels: * = 0.01R< 0.05; ** =P < 0.01 (both two-tailed tests).
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable p@ostinued).

SHADE LOWFLOW CLASS-1 BFWIDTH

Variable r p r p r p r p

Independent Variables

BASIZE 0.02 0.02 0.72** 0.82** -0.35 -0.12[ 0.92* 0.90**
ELEV -0.48* -0.53** -0.13 -0.20 0.32 0.36* -0.40* -0.36*
GRADE -0.35 -0.13 -0.41* -0.60** -0.03 0.15] -0.61** -0.76**
CLENGTH -0.01 -0.04 0.79** 0.79** -0.20 -0.03[ 0.91* 0.89**
SHADE - - -0.23 -0.26 0.34 0.13 -0.13 -0.29
LOWFLOW -0.23 -0.26 - - -0.13 -0.12 0.68** 0.82**
CLASS-1 0.34 0.13 -0.13 -0.12 - - -0.33 -0.19
BFWIDTH -0.13 -0.29 0.68** 0.82** -0.33 -0.19 - -
BFDEPTH -0.26 -0.33* 0.34 0.31 0.16 0.11 0.08 0.05
BFW/D 0.07 -0.08 0.36 0.49** -0.32 -0.27( 0.77* 0.80**
WETWIDTH -0.15 -0.21 0.91* 0.86** -0.25 -0.16[ 0.78* 0.87**
WETDEPTH -0.13 -0.04 0.45* 0.53** -0.11 -0.25 0.44*  0.49*
WETW/D -0.19 -0.21 0.57** 0.40~* -0.08 -0.12 0.46*  0.51*

Dependent Variables

XAVEH20 -0.28 -0.13 0.01 -0.01 -0.73** -0.83** 0.27 0.23
XMEDH20 -0.25 -0.12 0.01 -0.02 -0.71** -0.83** 0.28 0.23
XMINH20 -0.12 -0.03 -0.02 -0.01 -0.68** -0.79** 0.26 0.24
XMAXH20 -0.40* -0.15 0.05 -0.02 -0.73** -0.80** 0.30 0.26
N>16.0] -0.50** -0.19 0.11 -0.04( -0.75** -0.80** 0.42~* 0.25
XAVEAIR -0.35 -0.20 0.33 -0.21 0.28 0.35 -0.16 -0.46*
XMEDAIR -0.35 -0.17 0.58* -0.01 0.06 0.17 0.16 -0.09
XMINAIR -0.36 -0.16 0.49* 0.03 0.20 0.25 0.08 -0.12
XMAXAIR -0.09 0.05 -0.21 -0.51* 0.35 0.41~* -0.49*  -0.55**

2 Significance levels: * = 0.01R< 0.05; ** =P < 0.01 (both two-tailed tests).
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable p@ostinued).

BFDEPTH BFW/D WETWIDTH WETDEPTH

Variable r p r p r p r p

Independent Variables

BASIZE 0.09 0.08 0.69** 0.70** 0.87** 0.88**| 0.51** 0.51**
ELEV 0.35 0.29] -0.50** -0.50** -0.27 -0.23 -0.02 -0.13
GRADE 0.20 0.23] -0.66** -0.78** -0.53** -0.66** -0.18 -0.21
CLENGTH 0.10 0.06 0.72** 0.69** 0.88** 0.85** 0.50*  0.49**
SHADE -0.26 -0.33* 0.07 -0.08 -0.15 -0.21 -0.13 -0.04
LOWFLOW 0.34 0.31 0.36 0.49** 0.91** 0.86** 0.45*  0.53**
CLASS-1 0.16 0.11 -0.32 -0.27 -0.25 -0.16 -0.11 -0.25
BFWIDTH 0.08 0.05 0.77** 0.80** 0.78** 0.87** 0.44*  0.49**
BFDEPTH - - -0.52** -0.50** 0.27 0.31] 0.64* 0.53**
BFW/D| -0.52** -0.50** - - 0.50* 0.55** 0.04 0.03
WETWIDTH 0.27 0.31 0.50* 0.55** - -1 0.54* 0.62**
WETDEPTH| 0.64** 0.53** 0.04 0.03 0.54** 0.62** - -
WETW/D -0.23 -0.28 0.51* 0.68** 0.59** 0.47** -0.28 -0.28

Dependent Variables

XAVEH20 -0.06 -0.07 0.21 0.31 0.12 0.15 0.25 0.22
XMEDH20 -0.06 -0.07 0.21 0.31 0.13 0.15 0.26 0.22
XMINH20 -0.06 -0.03 0.19 0.28 0.13 0.18 0.27 0.24
XMAXH20 -0.07 -0.12 0.24 0.37* 0.13 0.10 0.21 0.18
N>16.0 -0.12 -0.12 0.34 0.37* 0.17 0.07 0.07 0.13
XAVEAIR 0.01 0.10 -0.23 -0.35 -0.12 -0.51* -0.48* -0.58**
XMEDAIR 0.16 0.29 -0.09 -0.13 0.26 -0.27 -0.22 -0.31
XMINAIR 0.31 0.36 -0.22 -0.23 0.10 -0.27 -0.11 -0.22
XMAXAIR -0.33 -0.29 -0.22 -0.22 -0.49* -0.59** -0.67** -0.71**

2 Significance levels: * = 0.01R< 0.05; **isP < 0.01 (both two-tailed tests).
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable p@ostinued).

WETW/D XAVEH20 XMEDH20 XMINH20

Variable r p r p r p r p

Independent Variables

BASIZE 0.44* 0.45* 0.26 0.13 0.26 0.12 0.27 0.17
ELEV -0.15 -0.18 -0.34 -0.45** -0.35 -0.46** -0.38 -0.53**
GRADE -0.41* -0.55** -0.07 -0.22 -0.09 -0.21 -0.12 -0.25
CLENGTH 0.47* 0.46** 0.19 0.08 0.20 0.08 0.20 0.11
SHADE -0.19 -0.21 -0.28 -0.13 -0.25 -0.12 -0.12 -0.03
LOWFLOW| 0.57* 0.40* 0.01 -0.01 0.01 -0.02 -0.02 -0.01
CLASS-1 -0.08 -0.12  -0.73* -0.83** -0.71** -0.83**| -0.68** -0.79**
BFWIDTH 0.46* 0.51* 0.27 0.23 0.28 0.23 0.26 0.24
BFDEPTH -0.23 -0.28 -0.06 -0.07 -0.06 -0.07 -0.06 -0.03
BFW/D| 0.51** 0.68** 0.21 0.31 0.21 0.31 0.19 0.28
WETWIDTH| 0.59** 0.47** 0.12 0.15 0.13 0.15 0.13 0.18
WETDEPTH -0.28 -0.28 0.25 0.22 0.26 0.22 0.27 0.24
WETW/D - - -0.23 0.12 -0.24 0.11 -0.28 0.08

Dependent Variables

XAVEH20 -0.23 0.12 - - 0.99** 0.99**| 0.97** 0.97**
XMEDH20 -0.24 0.11 0.99** 0.99** - -1 0.98** 0.98**
XMINH20 -0.28 0.08 0.97** 0.97** 0.98** 0.98** - -
XMAXH20 -0.16 0.09 0.97** 0.98** 0.96** 0.97**| 0.90** 0.92**
N>16.0 0.11 0.09 0.82** 0.94** 0.79** 0.93**| 0.71* 0.87**
XAVEAIR 0.25 -0.03 -0.17 -0.22 -0.20 -0.23 -0.25 -0.34
XMEDAIR 0.38 0.09 0.07 -0.01 0.05 0.01 0.02 -0.06
XMINAIR 0.17 -0.21 0.05 -0.03 0.04 -0.01 0.01 -0.04
XMAXAIR 0.05 -0.12 -0.25 -0.21 -0.27 -0.20 -0.31 -0.25

2 Significance levels: * = 0.01R< 0.05; ** =P < 0.01 (both two-tailed tests).
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable p@ostinued).

XMAXH20 N>16.0 XAVEAIR XMEDAIR

Variable r p r p r p r p

Independent Variables

BASIZE 0.26 0.15 0.33 0.14 -0.29 -0.53* 0.09 -0.18
ELEV -0.31 -0.45* -0.29 -0.43* 0.18 0.29 -0.09 0.01
GRADE -0.06 -0.25 -0.08 -0.25 0.15 0.31 -0.05 0.09
CLENGTH 0.20 0.12 0.27 0.10 -0.11 -0.34 0.23 -0.06
SHADE -0.40* -0.15  -0.50** -0.19 -0.35 -0.20 -0.35 -0.17
LOWFLOW 0.05 -0.02 0.11 -0.04 0.33 -0.21 0.58* -0.01
CLASS-1f -0.73* -0.80** -0.75** -0.80** 0.28 0.35 0.06 0.17
BFWIDTH 0.30 0.26 0.42* 0.25 -0.16 -0.46* 0.16 -0.09
BFDEPTH -0.07 -0.12 -0.12 -0.12 0.01 0.10 0.16 0.29
BFW/D 0.24 0.37* 0.34 0.37* -0.23 -0.35 -0.09 -0.13
WETWIDTH 0.13 0.10 0.17 0.07 -0.12 -0.51* 0.26 -0.27
WETDEPTH 0.2 0.18 0.07 0.13 -0.48* -0.58** -0.22 -0.31
WETW/D -0.16 0.09 0.11 0.09 0.25 -0.03 0.38 0.09

Dependent Variables

XAVEH20| 0.97* 0.98** 0.82** 0.94** -0.17 -0.22 0.07 -0.01
XMEDH20O| 0.96** 0.97** 0.79** 0.93** -0.20 0.23 0.05 0.01
XMINH20 0.90** 0.92** 0.71** 0.87** -0.25 -0.34 0.02 -0.06
XMAXH20 - - 0.90** 0.98** -0.04 -0.10 0.16 0.04
N>16.0f 0.90** 0.98** - - 0.02 -0.03 0.13 0.07
XAVEAIR -0.04 -0.10 0.02 -0.03 - -l 0.82* 0.79**
XMEDAIR 0.16 0.04 0.13 0.07 0.82** 0.79** - -
XMINAIR 0.13 0.06 0.10 0.08 0.85** 0.69**| 0.89** 0.80**
XMAXAIR -0.15 -0.10 -0.03 -0.01 0.74** 0.71* 0.32 0.34

2 Significance levels: * = 0.01R< 0.05; ** =P £ 0.01 (both two-tailed tests).
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Appendix Table 3.  Pearson’s correlation coefficiena( Spearman’s correlation coefficient
(p) for all independent and dependent variable p@ostinued).

XMINAIR XMAXAIR

Variable r p r p

Independent Variables

BASIZE -0.06 -0.16 -0.60** -0.55**
ELEV 0.12 0.06 0.24 0.16
GRADE 0.07 0.09 0.16 0.17
CLENGTH 0.12 -0.03 -0.41 -0.36
SHADE -0.36 -0.16 -0.09 0.05
LOWFLOW 0.49* 0.03 -0.21 -0.51*
CLASS-1 0.20 0.25 0.35 0.41~
BFWIDTH 0.08 -0.12 -0.49* -0.55**
BFDEPTH 0.31 0.36 -0.33 -0.29
BFW/D -0.22 -0.23 -0.22 -0.22
WETWIDTH 0.10 -0.27 -0.49* -0.59**
WETDEPTH -0.11 -0.22 -0.67** -0.71**
WETW/D 0.17 -0.21 0.05 -0.12

Dependent Variables

XAVEH20 0.05 -0.03 -0.25 -0.21
XMEDH20 0.04 -0.01 -0.27 -0.20
XMINH20 0.01 -0.04 -0.31 -0.25
XMAXH20 0.13 0.06 -0.15 -0.10
N>16.0 0.10 0.08 -0.03 -0.01
XAVEAIR 0.85** 0.69** 0.74** 0.71**
XMEDAIR 0.89** 0.80** 0.32 0.34
XMINAIR - - 0.44 0.38
XMAXAIR 0.44 0.38 - -

2 Significance levels: * =0.01R< 0.05; ** =P < 0.01 (both
two-tailed tests).
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